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Abstract 
Nowadays, there is no application area in which Artificial Intelligence oriented solutions are 

not employed. It is possible to see its use in even daily life and the solution scope of this scientific 
field of the future is growing day by day. Because of its great advantages in analyzing the physical 
world and solving real world problems, Artificial Intelligence techniques are often employed in 
different research problems that cannot be solved with traditional computational approaches. In this 
context, using intelligent systems to understand human features is one of the most popular research 
interest for recent years. In the sense of the explanations so far, objective of this study is to 
introduce a research in which a system that is able to extract emotions from individuals’ facial 
expressions was designed and developed. In detail, the system considered here a Cascade Feed-
forward Artificial Neural Network model trained by a recent optimization algorithm called as 
Vortex Optimization Algorithm. The developed system has been applied to different sets of photos 
from the literature and positive results were obtained at the final for each different set considered. 
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1. Introduction 
Humankind currently faces lots of rapid innovations shaping a future with full of automated 

technologies. Although this situation is associated with also developments in electronics, intelligent 
behaviors of automated technologies are greatly affected by the rise of Artificial Intelligence. As 
being the science of designing and developing intelligent systems – machines (Flasiński, 2016; 
Ginsberg, 2012; Nilsson, 2014), Artificial Intelligence has a remarkable role on solving real world 
problems effectively and efficiently. Because of also strong relations between Artificial Intelligence 
and some other supportive technologies (i.e. computer technologies, communication technologies), 
the humankind is experiencing a life standing over analyzes, decisions, and even predictions made 
by intelligent systems. 

The associated literature of Artificial Intelligence consists of many different research 
interests dealing with specific problems of real life. It is possible to see that hundreds of different 
research topics can be extracted from the performed research studies so far. But of course, trends on 
objective problems solved by using Artificial Intelligence may change in time. In recent years, an 
important and remarkable problem of Artificial Intelligence is based on facial recognition (Amos et 
al., 2016; Ding, & Tao, 2015; Ding, & Tao, 2017; Karczmarek et al., 2017; Lopes et al., 2017; 
Parkhi et al., 2015; Sun et al., 2015; Zhang et al., 2016). Because the problem of detecting 
individuals’ faces and analyzing features of the detected faces to derive some ideas about 
individuals’ emotions, actions, general events…etc. is too important for many research objectives, 
there has been a remarkable effort on designing and developing alternative approaches in the 
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literature (AbdAlmageed et al., 2016; Bashyal, & Venayagamoorthy, 2008; Guo et al., 2000; Liu et 
al., 2014; Ma, & Khorasani, 2004; Mao et al., 2015; Ouyang et al., 2015; Samir et al., 2006; Zhou et 
al., 2015). Facial recognition and also alternative recognition approaches for extracting some 
features from objective individuals are important for even some fields like marketing, education to 
understand more about behaviors (Fugate, 2007; Gates, 2011; Kapoor, & Picard, 2005; Landwehr et 
al., 2011; Loh et al., 2006; Shen et al., 2009).  

Objective of this study is to present a research process in which an intelligent system that is 
able to extract emotions from individuals’ facial expressions was designed and developed. In detail, 
the system considered here a Cascade Feed-forward Artificial Neural Network model trained by a 
recent optimization algorithm called as Vortex Optimization Algorithm. In the research process, it is 
aimed to apply the developed system to different sets of photos from the associated literature. At 
this point, the related model of Artificial Neural Networks having different number and type of 
outputs will be used for different sets and the findings obtained via this emotion extraction system 
will be evaluated. On the other hand, it is also aimed to set different parameters for the ‘trainer’ 
algorithm: Vortex Optimization Algorithm, to see if different cases for the optimization algorithm 
can affect objective Artificial Neural Networks model on emotion extraction. 

Taking the subject of the study into consideration, the remaining content of the paper is 
organized as follows: The next section is devoted to some essential information about the concept of 
emotions, measuring emotions, and also facial expressions in this manner. Following to that section, 
the third section explains the methodology followed in the study by giving information about the 
structure of the formed system, objective data sets, and the planned emotion extraction applications 
for these data sets. Next, the fourth section provides the findings and has a discussion according to 
findings and finally, the last section provides conclusions and explanations on some planned future 
works.   

 
2. Background 
Understanding the human behavior is a complex phenomenon. A multidimensional approach 

is needed to understand emotions because of the complex nature of emotions. In the last thirty years 
there has been an explosion of papers in the economics, psychology, marketing, management and 
neurology literature try to identify how specific emotions such as anger, sad, happy, fear, joy, 
disgust, and suprised affect human decisions (Descartes, 1994; Cornelius, 1996; Elster, 1998; 
Fredrickson, 1998; Georgr, 2000; Loewenstein, 2000; Fox et al., 2001; Colibazzi et al., 2010; 
White, 2010; Koc ve Boz, 2014; Boz, Arslan & Koc, 2017). Here, it is important to briefly focus on 
why emotions are important so much in especially recent studies. 

 
2.1. Emotions 
Emotions play a major role in consumers’ human decision making process (Fessler et al., 

2004; Yuksel, 2007). Emotion is one of the most attractive fields in marketing research due to the 
emotions’ role on consumer behavior (Norman, 2003). It can be said that it is important for 
marketers to understand the consumer's feelings towards products. But it is quite difficult to 
measure emotions because they are both abstract and hidden. Emotions can be measured by 
different data collection methods such as questionnaire, interview and etc. However, it is difficult to 
measure emotions by using traditional data collection methods such as questionnaire or interview 
due to two main reason. The first reason is that emotions can be affected by subliminal processes by 
hidden motives. Therefore, consumers cannot be aware of the actual reasons behind purchasing 
decisions. The second reason is that consumers can avoid expressing the truth because of impression 
management Koc, & Boz (2014). In recent years, neuro-marketing has made significant 
contributions in measuring the emotions affecting consumers' purchasing decisions. At this point, 
there are different types of data used for measuring the emotions. In this sense, facial expressions 
take an important role on detecting emotions well. 
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2.2. Data for Measuring Emotions and Facial Expressions 
In recent years, the use of Electroencephalography (EEG), Magnetic Resonance Imaging 

Instrument (MRI Scanner), Functional Magnetic Resonance Imaging Instrument (fMRI Scanner), 
Positron Emission Tomography (PET), Electromyography (EMG), Eye Tracker, Galvanic Skin 
Response (HR), have begun to measure emotions in marketing research. Facial expression 
recognition is one of the most active methods for measuring emotions in neuromarketing studies 
(Garbas et al., 2013; Dieckmann, & Unfried, 2014; Hamelin et al., 2017). 

Facial expression recognition includes both measurement of facial motion and recognition of 
emotions (Tian et al., 2011). Face is one of the best source of information about customers’ actual 
emotions (Wyrembelski, 2014). Because facial movements and gestures are the basis of 
communication between people and it is stated that it can be combine 10000 facial expressions via 
43 face muscles (Bejgu, & Mocanu, 2014). Facial expressions convey multitude information during 
the communication process about the attention, emotion and attitude of the people (Argyle, & Cook, 
1976; Ekman, & Rosenberg, 1997; Kendon, 2000). Mehrabian (1968) stated that facial expressions 
constitute 55% of a communicated message’s efficiency. 

 
3. Methodology 
This section is devoted to the general methodology used for extracting emotion from facial 

expressions. As it was expressed before, the approach introduced here is done thanks to Artificial 
Intelligence and in order to achieve that, the authors have benefited from some data collected. So, it 
is important to explain details regarding to these aspects respectively. 

 
3.1. Data Collection 
When we consider the associated literature, it is possible to see lots of different data sets 

created for facial recognition. Although these data sets can include different resolutions of photos 
with changing features of viewed faces, main objective is generally finding the points determining 
different parts of a face. After determining the related parts of a face, it becomes easier to have idea 
about i.e. facial expression. On the other hand, it is also important that different genders, different 
races and even changing sizes of a head – face can affect the way of detecting facial expression. So, 
it has been always important for especially researchers working on detecting facial expressions by 
intelligent systems to use appropriate types of data. 

Considering the recent literature, this study has employed some different data sets to realize 
the application of emotion extraction from facial expressions (Figure 1). The related data sets are: 

 Set 1: A data set including 490 photos with genders, and adjusted for 7 emotions 
(Grgic, & Delac, 2017; Gross, 2005). 

 Set 2: Chicago data set including 810 photos with genders, races, and adjusted for 7 
emotions (Ma et al., 2015), 

 Set 3: 100 photos chosen randomly by the authors, and adjusted for 7 emotions. 
In order to train the formed system with an accurate training data, it is important to use 

appropriate points from face photos. Here, the chosen points should figure out facial emotions 
effective enough so that a trained Artificial Intelligence based system will extract emotions well-
enough from newly encountered points. In order to achieve that, Microsoft Kinect 3D infrastructure 
has been used to gather 3D face points (Figure 2, Microsoft, 2018). Microsoft Kinect 3D is a 
popular system of both hardware and software solutions for effective recognition processes from 
photos or videos (Cao et al., 2014; Li et al., 2013; Sato et al., 2017; Silverstein, & Snyder, 2017; 
Zhang, 2012). 
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Figure 1. Different data sets for the application of emotion extraction from facial expressions. 
 
As it was indicated before, Set – 1 comes with also gender features, whereas Set – 2 includes 

information for both genders and races. At this point, input side of the training data was formed with 
rows including a total of 142 values with x and y coordinate values for each of 70 face points, one 
gender value (as numerical), and also one race value (as numerical). Gender and race value of the 
photos including one or both of them was defined as ‘-1’ in the training data. As the output side of 
the training data, the following emotions were defined for each row: 

 Fearful (value=1),  
 Angry (value=2),  
 Disgusted (value=3),  
 Surprised (value=4),  
 Happy (value=5),  
 Sad (value=6), 
 Neutral (value=7) 

 
Figure 2. Microsoft Kinect 3D for visual recognition processes (Microsoft, 2018). 

 
By combining all three data sets, a general data set with 1400 rows was formed. After the 

related training – test data set was formed with the related data sets, emotion extraction has been 
done with the hybrid system explained briefly under the following sub-section. 
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 3.2. Extraction System Formed via Artificial Intelligence Techniques 
In order to extract emotions from facial expressions, a Cascade Feed-forward Artificial 

Neural Network was employed. As one of widely-used Artificial Neural Networks models, this one 
uses connections from the input layer and every previously-one layer(s) to following layer(s) 
(Bozkurt et al., 2014; Goyal, & Goyal, 2011; Savaci, 2006). In this way, the feedforward 
mechanism is achieved a better training phase for solving the objective problem (Bozkurt et al., 
2014; Goyal, & Goyal, 2011; Savaci, 2006). As different from its traditional training style, the 
model considered here was trained by using a recent optimization algorithm called as Vortex 
Optimization Algorithm (Figure 3).  
 

 
 

Figure 3. The extraction system formed with Cascade Feed-forward Artificial Neural Network and Vortex 
Optimization Algorithm. 

 
Vortex Optimization Algorithm is an intelligent, Swarm Intelligence based algorithm, which 

was developed by Kose and Arslan by inspiring from dynamics of vortices in the nature (Kose, 
2017; Kose, & Arslan, 2015). In detail, the algorithm uses some role-based and evolutionary 
mechanisms to achieve the optimization solution processes (Kose, 2017; Kose, & Arslan, 2015). A 
flow chart of the algorithm is provided in Figure 4 (Kose, & Arslan, 2015).  
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Figure 4. A flow chart of the Vortex Optimization Algorithm (Kose, & Arslan, 2015). 

 
The formed hybrid system was employed for the emotion extraction purpose, by using the 

combinations of the related data sets. But before performing the exact extraction process, it is 
important to determine how many hidden layers and artificial neurons to be included in them will be 
used along the extraction application. On the other hand, it is also important to essential parameters 
of the Vortex Optimization Algorithm. So, the next works for the research objectives have been 
done under two phases of pre-tests and final emotion extraction applications. 

 
3.3. Application Processes 
While training the objective Neural Network model with the chosen algorithm, 70% of the 

general data set was used while the remaining amount was included within emotion extraction (test 
– application) processes. While training the model, a total of 5000 iterations was chosen in all the 
performed training applications. Before determining the exact model of emotion extraction, different 
combinations of hidden layers and artificial neurons to be included in them was trained by using 
different combinations of data sets and default parameter values of the Vortex Optimization 
Algorithm (Table 1 and Table 2). This phase is called as pre-test and after that phase, the determined 
hybrid system model was used within final applications phase, in order to evaluate emotion 
extraction performance of the introduced Artificial Intelligence based system. Success rates 
achieved with the performed training applications are shown in Table 1. 
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Table 1. Success rates obtained with different combinations of training hybrid models with default 
optimization algorithm parameters. 

Hidden Layers Neurons Used Set Success Rate (%) 

1 50 Set – 1 68 

1 50 Set – 2  64 

1 30 Set – 1 71 

1 30 Set – 2 70 

2 35 Set – 1 77 

2 35 Set – 2  75 

2 35 Set – 1 & 2 72 

2 35 Set – 1 & 3 81 

2 35 Set – 1 & 2 & 3 79 

1 40 Set – 1 & 2 68 

2 20 Set – 1 & 3 75 

2 45 Set – 1 & 2 & 3 71 

 
Table 2. Default parameters of the Vortex Optimization Algorithm. 

Particles Vorticity Max. / Min. Vorticity Elimation Rate 
50 0,40 7 (+/-) 50 

 
As it can be seen from Table 1, the appropriate model of the Cascade Feed-forward Neural 

Network can be formed by using 2 hidden layers including 35 artificial neurons each. After getting 
that appropriate model structure of the hidden layer(s), it was tried to improve success rate by using 
different combinations of parameters related to Vortex Optimization Algorithms. Obtained success 
rates regarding this final step of pre-tests are provided in Table 3. 

 
Table 3. Obtained success rates with different combinations of parameters regarding Vortex 
Optimization Algorithm used to train the chosen Cascade Feed-forward Neural Network model. 
Particles Vorticity Max. / Min. Vorticity Elimination Rate Success Rate (%) 

10 0,25 10 (+/-) 50 56 

20 0,25 5 (+/-) 30 61 

30 0,75 6 (+/-) 50 62 

50 0,50 7 (+/-) 70 74 

50 0,90 8 (+/-) 65 76 

100 0,50 7 (+/-) 60 73 

100 0,50 7 (+/-) 30 78 

100 0,50 7 (+/-) 50 84 
 

As it can be seen from Table 4, the success rate of the hybrid system was improved by 
finding more optimum parameters for the trainer technique: Vortex Optimization Algorithm. As a 
result of the related pre-tests, optimum parameters represented in Table 5 have been determined for 
both techniques, to be used for final emotion extraction applications. 

 
Table 5. Determined optimum parameters for both techniques forming the hybrid system. 

Hidden Layers Neurons Particles Vorticity Max. / Min. Vorticity Elimination Rate 
2 35 100 0,50 7 (+/-) 50 
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4. Final Application Findings and Discussion 
By following pre-tests to determine optimum parameters for both techniques forming the 

hybrid system, some final emotion extraction applications were performed by using different 
combinations of data sets. In this context, the author(s) have also developed a software system in 
order to provide a visual environment for tracking all necessary data during training and application 
phases for both photos or videos (future work), by using the C# programming language (Figure 5). 
The findings including success rates achieved with final applications are provided in Table 5. 

 

 
 

Figure 5. Software system developed for tracking all necessary data. 
 

Table 5. Findings obtained with the final emotion extraction applications. 

Objective Set 
Total Number of 
Test Photos 

Success  
Rate (%) 

Set – 1 147 84 

Set – 2 243 77 

Set – 3 30 87 

Set – 1 & 2 390 75 

Set – 1 & 3 177 81 

Set – 2 & 3 273 79 

Set – 1 & 2 & 3 420 73 

 
By moving from the findings and experiences that the authors had with the performed 

application processes, it is possible to express the following remarkable points about the related 
Artificial Intelligence based system for emotion extraction: 

 The hybrid system considered here seems having enough capability to extract emotions from 
facial expressions. 

 Even the photos are from complicated sets, the system can still deal with the problem of 
determining true emotion among 7 different emotions, according to the target photo(s). 



H. Boz, U. Kose - Extraction from Facial Expressions by Using Artificial Intelligence Techniques 
 

 13 

 Pre-tests done before the whole emotion extraction operations figured out that it is important 
to find optimum parameters for all techniques run under a common hybrid approach. 

 As it is clear already, more number of particles for an intelligent optimization algorithm 
affect the objective optimizing problem (here it is training) in a positive way. 

 Combination of three different sets did not affect the extraction rate of the system too much, 
even sets do not match in the sense of gender and race features – inputs. 
 
5. Conclusion and Future Work 
In this study, an Artificial Intelligence based system for extracting emotions from facial 

expressions have been introduced. As different from similar applications, the system formed here 
consists of a Cascade Feed-forward Artificial Neural Network model trained by a recent 
optimization algorithm called as Vortex Optimization Algorithm. Additionally, the research has 
been done by using different settings of emotion extraction system for different data sets of photos 
from the literature. Obtained findings from the reported applications show that the formed system is 
effective enough to extract different emotions from photos related to individuals with different 
gender and even different race. It has been also seen that mixture of the data from different sets can 
affect the extraction performance of an intelligent system. The obtained findings in the study have 
also encouraged the authors to plan more future works over the followed research process. First of 
all, it is planned to change settings for i.e. determined number of points over the face, photo size, or 
any other alternative conditions to see if extraction performance can be improved. On the other 
hand, it is also planned to use more alternative data sets with the same settings of the introduced 
approach to see if bigger amount of data can still affect the performance of the system. Finally, as it 
can be understood from the explanations provided under the previous sections for the software 
system developed for tracking data, the system will be applied for live or recorded videos. 
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